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1 Introduction

Nonresponse in sample surveys may cause a biased estimationof unknown population
parameters as well as an increase of the variance of this estimation. LetU be the universe
of N population units andUA be a subset ofNA elements, that belong to a classA of a
categorial variable under study. Moreover letUAc be the group ofNAc elements, that do
not belong to this class (U = UA ∪ UAc, UA ∩ UAc = ∅, N = NA + NAc). Let

xi =

{
1 if unit i ∈ UA,

0 otherwise.

The parameter of interest is the relative sizeπA of the subpopulationUA:

πA =

∑
U xk

N
=

NA

N
(1)

(
∑

U xk being the abbreviated notation for
∑

k∈U xk). For a sample simple random sample
s of n elements drawn with or without replacement the estimator ofπA for the direct
questioning (dir) on the subject is

π̂dir
A =

∑
s xk

n
. (2)

This estimator is unbiased, if fullresponse does occur. In the presence of nonresponse the
samples will be divided into a “response set”r (r ⊆ s) of sizenr and a “missing set”m
(m ⊆ s) of sizenm with s = r ∪ m, r ∩ m = ∅ andn = nr + nm. With these sets (2)
must be rewritten as:

π̂dir
A =

1

n
· (

∑
r
xk +

∑
m

xk). (3)

If m is nonempty, the second summand in the bracket on the right hand side of (3) cannot
not observed. Obviously there are two ways to cope with this problem. The first one is
to estimateπA by using the observations of subsetr only. For this purpose it is necessary
to raise the weights of the elements of the response set. Thismethod is calledweighting
adjustment (see for example: Little and Rubin (2002), p.44ff). The second one is to
estimate the second summand of (3) by finding substitutes forthexk’s of the missing set.
This procedure is calledimputation (see also: Little and Rubin (2002), p.59ff).

But before such methods should be used on the data to compensate for nonresponse,
everything should be done beforehand to keep the nonresponse rate as low as possible.
If the reason for not cooperating in an interview is the refusal to answer directly on a
question on a highly personal, embarrassing matter (like drug addiction, diseases, sex-
ual behaviour, tax evasion, alcoholism or involvement in crimes) to avoid to reveal the
requested information to the interviewer,randomized response strategies can be used.

One of the characteristics, that are common to all of these methods, is that instead of
the direct questioning on the sensitive subject a questioning design is used, which does
not enable the interviewer to identify the randomly selected question (or instruction) on
which the respondent has given the answer. The idea is to reduce the individuals’ fear
of an embarrassing “outing” in front of a stranger. For this purpose the respondent has
completely to understand how the design protects his or her privacy to make sure that the
interviewee is willing to cooperate. Anotherone is that theconstruction of the questioning
design does still allow the estimation of the parameter under study.



The pioneering work in this field was published by Warner (1965). In his questioning
design (W ) each respondent has to answer randomly either with probability pW

1 the ques-
tion “Are you a member of groupUA?” or with probabilitypW

2 = 1 − pW
1 the alternative

question “Are you a member of groupUAc?” (0 ≤ pW
1 ≤ 1).

We callpW
1 thedesign parameter of Warner’s technique. Let

yi =

{
1 if unit i answers “yes”,

0 otherwise.

Then the probabilityπW
y ≡ P (yi = 1) of a “yes”-answer wthin the questioning designW

is given by
πW

y = pW
1 · πA + (1 − pW

1 ) · (1 − πA). (4)

Assuming that the randomized responding will guarantee thecooperation of all se-
lected sample units Warner derived from (4) the following unbiased estimator ofπA:

π̂W
A =

π̂y + pW
1 − 1

2pW
1 − 1

(5)

(p1 6= 0, 5) with π̂y, the proportion of “yes”-answers in the sample (Warner (1965), p.65).
For simple random sampling without replacement (wor) the variance of estimator (5)

is given by

Vwor(π̂
W
A ) =

πA · (1 − πA)

n
·
N − n

N − 1
+

pW
1 · (1 − pW

1 )

n · (2pW
1 − 1)2

(6)

(Kim and Flueck (1978), p.347). For simple random sampling with replacement (wr) or
for large populations (6) reduces to

Vwr(π̂
W
A ) =

πA · (1 − πA)

n
+

pW
1 · (1 − pW

1 )

n · (2pW
1 − 1)2

(7)

(Warner (1965), p.65). It is the right one of the two summandsin both (6) and (7) that
corresponds to the increase of the variance caused by the useof Warner’s randomized
response technique instead of the direct questioning on thesubject. A two-stage version
of Warner’s questioning design was presented by Mangat and Singh (1990).

Various randomized response techniques have been proposedsince then. All of them
make use of randomly selected questions or answers though some of them use different
random devices depending on the (for the interviewer unknown) respondent’s possession
or nonpossession of a certain attribute (see as an example: Franklin (1989)).

2 The standardized randomized response technique

A standardization of randomized response strategies can beformulated in the following
way: Each respondent has either to answer randomly

• with probabilityp1 the question “Are you a member of groupUA?”,

• with probabilityp2 the question “Are you a member of groupUAc?” or

• with probabilityp3 the question “Are you a member of groupUB?”



or he or she has just

• to answer “yes” with probabilityp4 or

• to answer “no” with probabilityp5

(
∑5

i=1 pi = 1, 0 ≤ pi ≤ 1 for i = 1, 2, ..., 5). Elements of groupUB should be charac-
terized by the possession of a completely innocuous attribute B (for instance the season
of birth B), that should not be related to the possession of attributeA (see: Horvitz et al.
(1967)).

p1, p2, ...,p5 are the design parameters of our standardized randomized response tech-
nique. Because for this design the probabilityπy of a “yes”-answer is

πy = p1 · πA + p2 · (1 − πA) + p3 · πB + p4, (8)

the unbiased estimator ofπA is given by

π̂A =
π̂y − p2 − p3 · πB − p4

p1 − p2

(9)

(p1 6= p2) with πB = NB

N
, the relative size of groupUB in the population.

Theorem 1: For simple random sampling without replacement (wor) the variance of
the standardized estimatorπ̂A (9) is given by

Vwor(π̂A) =
πy · (1 − πy)

n · (p1 − p2)2
−

πA · (1 − πA)

n
·

n − 1

N − 1
. (10)

Theorem 2: For simple random sampling with replacement (wr) the variance of the
standardized estimator̂πST

A (9) is given by

Vwr(π̂A) =
πy · (1 − πy)

n · (p1 − p2)2
. (11)

For the proofs of (10) and (11) see the Appendix.

To be able to calculateπA at all, certainlyp1 or at leastp2, a possibility on which
for reasons of readability we do not point to in the followinganymore, has to be larger
than zero and all sample units have to cooperate. There is a total of 16 combinations of
p1 > 0 with other design parameters being larger than zero. These can be described as
special cases of our standardized response strategy (see: Table 1). For example choosing
p1 = 1 gives the direct questioning on the subject. If we letp1 > 0, p2 = 1 − p1 and
p3 = p4 = p5 = 0 the standardized questioning design leads to Warner’s technique. With
p1 > 0, p3 = 1 − p1 andp2 = p4 = p5 = 0 we get Greenberg et al.’s technique with
knownπB (The reader is referred to other questioning designs previously published as far
as the author knows it, in the “References-column” of Table 1).

These considerations lead us directly to the question how tochoose the design param-
eters of the standardized response technique to find out the strategy which performs best.
This research will be done at next.



No. Questions/Instructions References
UAc UB “yes” “no”

ST1 direct questioning
ST2 • Warner (1965), Mangat and Singh (1990)
ST3 • Greenberg et al. (1969), Mangat (1992)
ST4 •

ST5 •

ST6 • •

ST7 • •

ST8 • • Quatember (2007), Mangat et al. (1993)
ST9 • •

ST10 • • Singh et al. (2003), Singh et al. (1994)
ST11 • • Quatember (2007), Singh et al. (1995)
ST12 • • •

ST13 • • •

ST14 • • •

ST15 • • •

ST16 • • • •

Table 1: All 16 special cases of the standardized randomizedresponse strategy with the
question on membership of groupUA being asked mandatorily (a2nd reference mentioned
is a two-stage version of the first mentioned one-stage design)

3 Appendix

Proof of (10) and (11):
The variance of estimator (9) is given by

V (π̂st
A ) =

1

(p1 − p2)2
· V (π̂y) =

1

n2 · (p1 − p2)2
· V (

∑
s
yi). (12)

For respondenti the variablesxi andyi are defined as in section 1. Furthermore let

ai =

{
1 if unit i is asked the question on membership ofUA,

0 otherwise,

bi =

{
1 if unit i is asked the question on membership ofUAc ,

0 otherwise,

ci =

{
1 if unit i is asked the question on membership ofUB,

0 otherwise,

di =

{
1 if unit i ∈ UB,

0 otherwise,

ei =

{
1 if i is instructed to say “yes”,

0 otherwise,



so thatyi can be written asyi = ai · xi + bi · (1 − xi) + ci · di + ei. The variance of the
number of “yes”-answers in the sample is

V (
∑

s
yi) = E(

∑
s
y2

i ) + E(
∑

s(i6=j)
yi · yj) − E2(

∑
s
yi). (13)

For simple random sampling with and without replacement thefirst summand of (13)
results in

E(
∑

s
y2

i ) = E(
∑

s
yi) = n · (p1 · πA + p2 · (1 − πA) + p3 · πB + p4). (14)

The second summand of (13) is

E(
∑

s(i6=j)
yi · yj) = n · (n − 1) · E(ai · aj · xi · xj + ai · xi · bj − ai · xi · xj · bj +

+ai · xi · cj · dj + ai · xi · ej + bi · aj · xj + bi · bj − bi · bj · xj +

+bi · cj · dj + bi · ej − bi · xi · xj · aj − xi · bi · bj +

+bi · xi · xj · bj − bi · xi · cj · dj − bi · xi · ej + ci · di · aj · xj +

+ci · di · bj − ci · di · bj · xj + ci · di · cj · dj + ci · di · ej +

+ei · aj · xj + ei · bj − ei · bj · xj + ei · cj · dj + ei · ej).

Because of

E(xi · xj) =

{
π2

A for simple random sampling with replacement,
πA·(NπA−1)

N−1
for simple random sampling without replacement

(15)

we get

E(
∑

s(i6=j)
yi · yj) = n · (n − 1) · (p2

1 · π
2
A + 2 · p1 · p2 · πA − 2 · p1 · p2 · π

2
A +

+2 · p1 · p3 · πA · πB + 2 · p1 · p4 · πA + p2
2 − 2 · p2

2 · πA +

+2 · p2 · p3 · πB + 2 · p2 · p4 + p2
2 · π

2
A − 2 · p2 · p3 · πA · πB −

−2 · p2 · p4 · πA + p2
3 · π

2
B + 2 · p3 · p4 · πB + p2

4) (16)

for the with replacement case and for a without replacement selection of sample units we
have

E(
∑

s(i6=j)
yi · yj) = n · (n − 1) · (p2

1 ·
πA · (NπA − 1)

N − 1
+ 2 · p1 · p2 · πA −

−2 · p1 · p2 ·
πA · (NπA − 1)

N − 1
+ 2 · p1 · p3 · πA · πB +

+2 · p1 · p4 · πA + p2
2 − 2 · p2

2 · πA + 2 · p2 · p3 · πB + 2 · p2 · p4 +

+p2
2 ·

πA · (NπA − 1)

N − 1
− 2 · p2 · p3 · πA · πB − 2 · p2 · p4 · πA +

+p2
3 · π

2
B + 2 · p3 · p4 · πB + p2

4). (17)

The subtrahend on the right side of (13) is for both sampling methods given by

E2(
∑

s
yi) = n2 · (p2

1 · π
2
A + 2 · p1 · p2 · πA − 2 · p1 · p2 · π

2
A +

+2 · p1 · p3 · πA · πB + 2 · p1 · p4 · πA + p2
2 − 2 · p2

2 · πA +

+2 · p2 · p3 · πB + 2 · p2 · p4 + p2
2 · π

2
A − 2 · p2 · p3 · πA · πB −

−2 · p2 · p4 · πA + p2
3 · π

2
B + 2 · p3 · p4 · πB + p2

4). (18)



For simple random sampling with replacement the variance (12) of π̂ST
A results in (11)

by inserting (14), (16) and (18) into (13). If the sample is drawn without replacement
using (17) instead of (16) results in (10).
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